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We updated and extended the functionality of the eXpanded Nystagmus Acuity Function (NAFX), for
application under more diverse circumstances, improving its clinical predictive value. The original NAFX
“t-surface” of minimum-necessary-foveation times had been individually calculated for each combina-
tion of position and velocity limits. We have replaced it with an idealized mathematical function that
repairs the irregularities in its surface due to idiosyncrasies in the subject data used for the initial calcu-
lations. To extend applicability to multiplanar data, we combine horizontal and vertical eye-movement
data into a single waveform using vector summation. Torsional eye movements have little effect on visual
acuity and are ignored. Age-related visual acuity relationships, derived from population data, more accu-
rately relate the NAFX value to acuity for individual patients. Using the same patient fixation data that
established the original NAF and NAFX functions, we verified that the updated NAFX yielded equivalent
results for uniplanar data. For biplanar data, the results were also comparable to those of uniplanar data
of the same magnitude. The updated NAFX yields greater accuracy in prediction of potential visual acuity
for subjects of all ages, for uniplanar and multiplanar nystagmus, extending the objective, direct measure
of post-therapy waveform improvement, allowing selection of the best therapy for a wider range of nys-

tagmus patients.

© 2010 Published by Elsevier Ltd.

1. Introduction

The original eXpanded Nystagmus Acuity Function (NAFX)
(Dell’Osso & Jacobs, 2002), which was based upon the Nystagmus
Acuity Function (NAF) (Sheth, Dell’Osso, Leigh, Van Doren, & Peck-
ham, 1995), is a mathematically derived relationship that predicts
best potential visual acuity based on the attempts at foveation that
occur within nystagmus waveforms. The calculations are based on
the duration and repeatable cycle-to-cycle stability of these fovea-
tion periods, yielding a numerical result that is linearly related to
Snellen/decimal acuity.

The “foveation window,” which determines the time points
during which visual input may be expected to contribute towards
best acuity, is a two-dimensional construct, with position and
velocity error constraints that must be satisfied simultaneously.
As the target falls further from the center of the fovea, receptor
density (i.e., detail sensitivity) decreases approximately exponen-
tially (Curcio, Sloan, Kalina, & Hendrickson, 1990; Curcio, Sloan,
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Packer, Hendrickson, & Kalina, 1987); likewise, the faster the target
is moving across the fovea (regardless of whether it is the eye or
the target that is moving), the more vision is degraded (Chung &
Bedell, 1996; Westheimer & McKee, 1975).

In the original NAF, these limits were strictly restricted to a po-
sition error of no more than +0.5° (the effective foveal radius), and
a slip velocity of no more than +4.0°/s, sufficient to allow accurate
acuity assessment of many of the INS patients we evaluated. How-
ever there remained other patients with ocular motor instabilities
so severe that they could not meet these criteria, preventing the
analysis of their nystagmus with this function. This prompted us
to develop the NAFX, which allows for larger foveation windows
(up to £6° by +10°/s) by varying 7 (tau), the time constant for fove-
ation duration, based on normative data (Sheth et al., 1995). A
complete description of the methods used to expand the NAF into
the NAFX, and the rules for its application in the analysis of nystag-
mus data can be found elsewhere (Dell’Osso, 2005; Dell’'Osso &
Jacobs, 2002).

The collection of 7 for all combinations of position and velocity
limits is called the “z-surface,” and is shown in Fig. 1a. While it is,
in general, a regular-appearing shape, there are obvious irregular-
ities in the surface, most notably along the lower position values
(left side of Fig. 1). These distortions are a consequence of some
of the data that were used to generate the original surface: while
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Fig. 1. The original 7-surface, generated from multiple data sets from individuals with INS, and used in the software for the first version of the NAFX function. Note the

unevenness of the surface caused artifacts in selection and evaluation of the data.

jerk with extended foveation (Jof) waveform data has only one
foveation period per cycle, we also used data containing the pseud-
opendular with foveating saccades (PPg) waveform, which has
two, with one following the foveating saccade, and a second, usu-
ally briefer, period following the braking saccade (Jacobs, Dell’Osso,
& Leigh, 2003). During lower-amplitude PP¢ analysis, as the posi-
tion limit was increased, the slow phase following the braking sac-
cade was inadvertently included in the calculation in addition to
the intended period following the foveating saccade, resulting in
a greater measure of foveation time. As a result, the time necessary
to yield the equivalent acuity was calculated to be lower than its
true value. The first of our goals was the refinement of the 7-
surface.

Our second goal was to expand the utility of the NAFX to allow
analysis of patients whose nystagmus is not limited to a single
dimension. As originally developed, the NAFX was applied only to
nystagmus that occurred within one plane, as most INS is predomi-
nantly horizontal. However, there are a number of subjects who have
a vertical element to their INS, and in some cases its magnitude can
be larger than the horizontal component. It is even possible to see
INS that is purely vertical, though this is quite rare. There is no reason
why the algorithm cannot be used to evaluate data in the vertical
plane as well, if we make the assumption—consistent with two-
dimensional maps of photoreceptor distribution around the fo-
vea—that vertical movement degrades visual perception in a manner
equivalent to horizontal oscillations used to develop the original
NAF, though we have not yet encountered a sufficient number of
subjects with purely vertical INS to verify the results. While it is also
possible that there are differences in processing horizontal and ver-
tical movement that lead to different degradation of perception, we
have based our calculations on equal effects. These caveats noted, we
further propose that the NAFX should be suitable for analysis of mul-
tiplanar nystagmus waveforms as one operation, i.e., by first com-
bining the separate horizontal and vertical components into a
resultant vector by way of a simple mathematical transform. This
transformation is an approximate mapping, as we attempt to com-
press two spatial dimensions into one without too much loss of
information (see “Methods” for details).

We are ignoring the known, small torsional components of INS,
even though they are frequently present as the consequence of

simple mechanical interactions (“crosstalk”) of the extraocular
muscles (Averbuch-Heller, Dell’Osso, Leigh, Jacobs, & Stahl, 2002).
We believe this to be a valid simplification as the torsional magni-
tudes are almost uniformly quite small (under 5°) and no matter
what the magnitude, the target remains within the fovea despite
the torsion during the foveation periods (based on the assumption
that the axis of rotation for torsional movements passes through
the center of the fovea). Furthermore, visual perception is most
likely relatively insensitive to torsional movements that fall within
this limit (Kushner, 2004).

A final goal driving this study were improvements to the soft-
ware suite (OMtools) we developed to facilitate exploration of
eye-movement data and performance of the analysis. As it is in-
tended for use by clinicians and researchers who are not necessar-
ily programmers, it must have a user-friendly interface that allows
for ease-of-use. This includes presentation of data in an intuitive
manner as well as the automation of some of the simple repetitive,
yet time-consuming and error-prone tasks required to perform an
analysis, while retaining the ability to allow deeper investigation of
the data being analyzed.

2. Methods
2.1. Eye-movement recording

The eye-movement recordings used for analysis were made
over the space of several years, using a variety of techniques.
Purely horizontal eye-movement recordings were made using
infrared reflection (Applied Scientific Laboratories, Waltham,
MA) that was linear to +20° and monotonic to +25-30° with a
sensitivity of 0.25°. Biplanar data were recorded using either
scleral coil or high-speed digital-video systems. The magnetic
search-coil system (CNC Engineering, Seattle, WA) had a sensitiv-
ity of better than 1 arcmin, with linearity of one part in 14,014
and drift of 0.2-0.3 arcmin/h. Noise was less than 2 arcmin and
eye position was stored to the nearest arcmin. The digital-video
system (EyeLink II, SR Research, Mississauga, ON, Canada) had a
linear range of +30° horizontally and +20° vertically with a gaze
position accuracy error of under 0.5° on average.
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Regardless of recording technique, each eye was calibrated un-
der monocular viewing conditions, with the fellow eye behind cov-
er, to obtain accurate position information and to document small
tropias and phorias that might otherwise be hidden by the nystag-
mus. Monocular calibration is critical to determining which eye is
fixating and identifying when the fixating eye switches; the NAFX
can be related to visual acuity only when calculated using data
from the fixating eye. Eye positions and velocities (obtained by
analog differentiation of the position channels) were displayed
on a strip-chart recording system (Beckman Type R612 Dyno-
graph) to maintain a continuous running record of the experimen-
tal sessions.

All data were sampled with 16-bit resolution. The IR, digital-vi-
deo and some of the search-coil data were sampled at 500 Hz,
while the rest of the search-coil data were sampled at 488 Hz. Only
position data were recorded directly; velocity information was ob-
tained post hoc by differentiation of position using a central-point
differentiator, which is mathematically equivalent to an ideal dif-
ferentiator followed by a low-pass filter. This method does not lead
to significant distortion of the velocity waveform, as the 3 dB band-
width for data sampled at 500 Hz, filtered with n=2 is 55.37 Hz
(Bahill & McDonald, 1983), well above the frequencies where the
majority of spectral energy is concentrated for the nystagmus
waveforms we were studying (Jacobs, Dell’Osso, & Leigh, 2003).

2.2. Protocol

Written consent was obtained from subjects before the testing.
All test procedures were carefully explained to the subject before
the experiment began, and were reinforced with verbal commands
during the trials. Subjects were seated in a chair with headrest and
either a bite board or a chin stabilizer 57 in. from an arc of red
LEDs, far enough to minimize convergence effects. At this distance
the LED subtended less than 0.1° of visual angle. The room light
could be adjusted from dim down to blackout to minimize extrane-
ous visual stimuli. An experiment consisted of from one to ten tri-
als, each lasting under a minute with time allowed between trials
for the subject to rest. Trials were kept this short to guard against
boredom because CN intensity is known to decrease with
inattention.

2.3. Modified t-surface

To calculate the updated t-surface based on the original data,
we elected to reconstruct it by modifying its irregular values. To
do this we took each curve of fixed velocity for each position
limit and (using the MATLAB curve-fitting toolbox, The Math-
works, Natick, MA) performed a curve fit of the form ae™ + ce?®
to the non-outlier points. We selected this exponential function
because the original NAFX (and the NAF from which it was de-
rived) is based on an exponential relationship for determining
necessary foveation times; we therefore reasoned that our
expansions of the velocity and position criteria would likely fol-
low this relation as well. The newly fit curves were assembled
into a new surface and adjusted to match pre-defined borders
as described in the Section 3.

2.4. Vector calculation

In converting the independent horizontal and vertical eye-
movement waveforms to a single resultant waveform we are
attempting to map two spatial dimensions into one, yet retain all
the information of those two dimensions while presenting them
in a meaningful way. We started by applying a simple vector sum-
mation of the form r = (x? + y?)!/2, This by itself, however, results in
a purely positive one-dimensional vector (e.g., all “rightward” and/

or “upward”), which may grossly distort the original nystagmus
waveform resulting in two undesired consequences: it decreases
the effectiveness of an investigator’s ability to identify nystagmus
waveforms and interpret the subject’s behavior. Furthermore, this
operation destroys information, e.g., the true distance between
successive foveation periods, or the peak-to-peak amplitude of
the oscillations, which were carried in the angular relationships
of a true radial (r, 0) plot vs. time. One solution would be to modify
(recode and extensively test) all existing analysis programs to work
with radial coordinates, instead of Cartesian coordinates, which
would guarantee mathematical exactness, though it would still de-
prive the investigators of their experience interpreting eye-move-
ment recordings. We are investigating this approach on a parallel
track. However, for this study we opted to use a compromise: we
still “flatten” two spatial dimensions into one, but we retain the
direction information contained in the major nystagmus compo-
nent and reapply it to the new vector. For INS, the dominant com-
ponent will almost always be the horizontal movement. The
reasoning behind this method is illustrated in Fig. 2, which shows
(a) the separate horizontal and vertical components; (b) a 3-
Dimensional plot of the horizontal and vertical components; (c)
viewed end on as a nystagmus scanpath (horizontal vs. vertical);
and (d) the resultant vector created using our methods with major
(horizontal) component direction mostly preserved. It is this vector
that is then analyzed using the NAFX. In a case where the dominant
component switched between planes, we performed the operation
piecewise on the individual segments, assigning the direction
according to the major component for each segment, and then
rejoining them into the full record.

3. Results
3.1. Calculating the modified t-surface

By examining the data from the original t-surface for variable
position limits along the fixed-velocity-limit curves, we could eas-
ily see the errors due to including in our calculations the foveations
that followed the braking saccades in addition to the ones that fol-
lowed the foveating saccades. These errors occurred for position
limits less than 2°, and were more apparent for the lower velocity
curves, as shown in Fig. 3. The open circles represent the original ©
values, and the solid lines the results of applying the exponential
fit to the non-outlier data. The resulting curves all had r-squared
values of no less than 0.95, and several were as good as 0.99+. Note
that the lower velocity curves become more and more linear, as do
the higher position portions of all the curves. The border for 4°/s
was defined to be linear with a constant value of 33 ms, i.e., the
unmodified 7 value from the original NAF equation. Fig. 4a shows
the surface plot constructed using only the new velocity curves.
While the surface is now much more regular, it still has irregular
dips and rises, most noticeable when viewing the upper position
border, i.e., all velocities for position =6.0°. We smoothed these
out by calculating a strictly linear fit for that curve (r-squared va-
lue = 0.986), with the velocity = 4.0°/s value shifted to match the
above-defined value of 33 ms. We then shifted the end points for
the other fixed-velocity-limit curves to lie along this line. The re-
sult of this adjustment is the final z-surface as presented in Fig. 4b.

Fig. 5a shows the original and modified t-surfaces superim-
posed for comparison. The overall differences between the two
surfaces are generally quite small, averaging 2 ms overall, and no
more than 5.1 ms in the worst case. The difference expressed as
a percentage between the original and the modified t-surfaces is
plotted in Fig. 5b. The mean across the absolute value of all errors
was 2.17%, with a maximum error approaching 8% in only a few
locations.
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Fig. 2. (A) Horizontal and vertical eye-movement data. (B) 3-dimensional plot (horizontal, vertical vs. time) renders nystagmus waveforms unrecognizable. (C) Viewed along
the time axis reduces to a nystagmus scanpath (horizontal vs. vertical). (D) Simplified resultant vector created using the technique discussed above. The dashed lines at +0.5°
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Fig. 3. The individual fixed-velocity curve fits. Open circles represent the values from the original tau-surface, solid lines show the resulting double-exponentials.

3.2. Using the modified t-surface

We tested the new surface by reevaluating NAFX calculations
that had been performed over a variety of foveation-window posi-
tion and velocity limits. We reran analyses of forty segments of

previously examined subject data and compared the values ob-
tained using the original and modified t-surfaces. The results are
shown in Fig. 6a. For each analysis, we plotted the value from
NAFX,; along the x-axis, and from NFAX,, along the y-axis.
Perfect equality would lie along the line x =y (i.e., slope of 1.0).
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Fig. 4. (A) The modified 7-surface composed of the unshifted double-exponential curve fits. (B) Final surface following shifting of fixed-velocity curves to match the forced

linear border at position = 6°.

A first-order fit gives a slope of 0.975 with an r-squared value of
0.99. The average absolute error was 1.2%, with a standard devia-
tion of 1.6%, demonstrating that the two surfaces yield equivalent
results, so the new function is in close agreement with the original.
Furthermore, this good correspondence is not simply due to the
majority of the analyses being performed in the minimally changed
portion of the t-surface. Fig. 6b shows another view of the results
from the analyses, arranged by their position and velocity limits.
Note that the heavy concentration of (P, V) pairs fall in the under
—2° range, which was the portion of the old t-surface with the
greatest irregularities, due to double-counting foveations.

3.3. 2-Dimensional NAFX analyses

Refer back to Fig. 2, which shows the creation of a radial wave-
form from horizontal and vertical components. Here, the horizon-

tal magnitude is approximately five times that of the vertical, and
the resulting combined waveform remains recognizable as PPg
with the same magnitude and foveation characteristics as the hor-
izontal component, as shown by the resulting radial NAFX of 0.46,
compared to 0.45 for the horizontal and 0.85 for the vertical. The
NAFX analyses of 22 (horizontal, vertical and radial) triplets are
plotted in Fig. 7. Most of the time, as expected, the radial result
was nearly the same, or just slightly worse, than that of the com-
ponent with the lower NAFX. However, on several occasions the ra-
dial analysis unexpectedly yielded a better result than the poorer
component for reasons that we will discuss below.

3.4. Usability improvements

In addition to the original command-line interface (CLI), a
graphical user interface (GUI) was added to the NAFX allowing it
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Fig. 5. The difference between the original and modified t-surfaces, (A) overlaid with the original surface rendered opaque and the revised surface rendered translucent, (B)
plotted as a percentage difference. The heavy dark grid is the zero-difference plane, shown for reference.

to be used interactively or in batch mode. The GUI mode produces
a CLI-equivalent output, allowing for a “paper trail” so analyses can
easily be stored in a text file, re-run, and even modified as neces-
sary. Because visual acuity in humans exhibits age sensitivity
(Westheimer, 2003; Westheimer & McKee, 1975), the subject’s
age may be selected from a menu of ranges for an accurate
NAFX-to-Snellen conversion. The ‘NAFX prep’ function automates
much of the procedure, allowing for rapid selection and evaluation
of data segments (position and velocity sub-array creation and
naming, and position-shifting for foveation) for calculation of the
NAFX value. As part of generating the velocity arrays, automatic
low-pass filtering (~0.05 of sampling frequency, e.g., ~25 Hz for
500 Hz sampled data) is included that matches the manually fil-
tered position arrays. The NAFX is then calculated using either
the number of foveations as determined by the NAFX's ‘detectfovs’
algorithm, or a user-determined number based on the graphical

outputs of the ‘NAFX prep’ function (for examples, see the on line
tutorial, including illustrations of the GUI) (Dell’Osso, 2005). These
additions all contribute to a general ease-of-use (e.g., all parame-
ters clearly identified and modifiable) that now facilitates the use
of the NAFX for analysis of foveation quality in subjects with
nystagmus.

4. Discussion

The original NAFX has demonstrated its utility as a method to
predict best potential visual acuity based solely on waveform and
foveation characteristics (Hertle, Anninger, Yang, Shatnawi, & Hill,
2004; Jacobs, Dell’Osso, Wang, Bennett, & Acland, 2005; Sarvanan-
than, Proudlock, Choudhuri, Dua, & Gottlob, 2006). In fact, all other
data points from the nystagmus waveforms are discarded by the
algorithm. Thus, nystagmus amplitude, fast phases, and the
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Fig. 6. Comparison of 40 NAFX analyses using both the original 7-surface (x-coordinate) and modified t-surface (y-coordinate). (A) The line at 45° represents equivalent
results for both methods. (B) The same analysis results arranged by position and velocity window limits and shown as percentage difference.

non-contributing remainder of the slow-phase waveform play no
part in determining visual acuity.

Our current work has further enhanced its usefulness by: (1)
removing minor irregularities in the t-surface that is used to calcu-
late the NAFX; (2) extending the algorithm to allow its application
to multiplanar nystagmus analysis; and (3) adding improvements
in interface and workflow to facilitate usability by a wider range
of users.

We believe that our solution to the first issue, keeping the
majority of the original surface and using curve fitting to correct
particular sections, is a valid approach. As stated, the original sur-
face has been shown to yield useable results, albeit with some min-
or caveats, based on known flaws in the original procedures and
data used to calculate it. Since the errors in the surface were mostly
confined to a limited region, and attributable to a specific cause,
i.e., the failure to account for double foveations in the PPs wave-

forms that were used to generate it, we chose to carefully excise
the inappropriate data points and generate new points by extrap-
olating from the reliable existing results. By careful examination
of the irregularities it was possible to retain most of the t-surface,
rather than having to discard it and recalculate it in its entirety.

Why is the effect on 7 of the position error more apparent for
the lower velocity curves? The most probable explanation is that,
for the same positions on the higher-velocity curves, the difference
due to the increased velocity limit now plays a greater part, making
the position-only increase a less significant contribution to the to-
tal 7. At 4.0°/s, the target spends sufficient “snapshot time” on the
high-acuity portion of the fovea. Therefore, increasing the position
window was not likely to add towards vision and we were able to
force the 4.0°/s border to 33 ms over all positions. At the high end
of the velocity window, we fit the original t-surface data with a 6°
line, again with little difference.
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Fig. 7. The result of 22 biplanar NAFX analyses compared to analyses of the individual uniplanar components. In most, but not all cases, the radial NAFX is less than that of

both individual components, as expected.

The worst-case differences between the original and revised sur-
faces are quite small, (under 8%, with an average difference of
2.17%), and calculations using both versions show comparable re-
sults, demonstrating that the updated t-surface is a suitable
replacement. These results also suggest that the NAFX is not as sen-
sitive to minor variations in 7 as it is to the selection of appropriate
(i.e., not containing artifacts of recording, changes in the fixating
eye, or inattention) data segments and foveation-window parame-
ters. Built-in safeguards in the NAFX software provide warnings un-
der some circumstances when these criteria are not met. The
original procedures for the use of the NAFX that guarantee its rela-
tionship to visual acuity (Dell’'Osso, 2005; Dell’Osso and Jacobs,
2002) remain unchanged by modifications implemented here.

The extension of the NAFX to multiple planes has proven to be a
more complex problem that it first appeared. We have attempted
to map a three-dimensional waveform (h, v vs. t) into two-dimen-
sions (rvs. t) while remaining mathematically exact, which is not al-
ways possible. There are cases where the mapping will distort the
resulting waveform so that, e.g., successive foveation periods will
appear closer together than they really are, leading to a decreased
standard deviation of foveation position, resulting in an artificially
high NAFX. The other challenge is that we would like the resulting
waveform to remain recognizable as a nystagmus waveform so that
the investigator can use personal expertise to select appropriate seg-
ments of data for analysis and to guide (or override) the program’s
operations as necessary. Unfortunately, these two directives are of-
ten in conflict.

Finally, the introduction of an improved user interface simpli-
fies operations and relieves the investigator of the highly repetitive
and purely mechanical tasks required to prepare a segment of data
for analysis. The resulting reduction in divided attention yields
much faster performance, and facilitates exploration of the data
by making it interactive in real time.
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